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Abstract

The present study concerns the homogenization and fingering instability of
a microgravity smoldering combustion problem with radiative heat transfer.
The major premise of the homogenization procedure is the slow exothermic
fuel oxidation of a reactive porous medium at the pore level. The porous
medium consists of ε-periodically distributed cells, with ε a suitable scale
parameter. A nonlinear reaction rate of Arrhenius type accounts for the
relationship between the reactants and the heat that sustains the smoldering
process. At the gas-solid interface, the balance of thermal fluxes is given by
the heat production rate due to the reaction and the radiative heat losses
at the interface. Since the size of the inclusions is small with respect to ε,
we derive a kinetic model for fuel conversion in the region occupied by the
solid inclusions and hence complete the description of a single-step chemical
kinetics. The derived macroscopic model shows a close correspondence to a
previous phenomenological reaction-diffusion model, within a suitable choice
of parameters. We perform numerical simulations on the microscopic and
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homogenized models in order to verify the efficiency of the homogenization
process in the slow smoldering regime. We also show that the results of
the macroscopic model capture the distinct fingering states reminiscent of
microgravity smoldering combustion.

Keywords: multiscale modelling, homogenization, smoldering combustion,
radiative heat transfer, fingering instability

1. Introduction

The mathematical modeling of reactive processes in porous media has
been a subject of enormous interest, specifically, due to the nature of the
chemical processes involved. In addition, there is an inherent difficulty usu-
ally encountered when attempting to resolve the details of the pertinent
porous medium of interest. A typical example of such a problem concerns
the slow exothermic chemical reaction taking place on the surface of reac-
tive porous materials, in the presence of a gaseous mixture containing an
oxidizer. When the chemical process proceeds in a non flaming mode, it is
referred to as smoldering. Distinct configurations of smoldering are possi-
ble depending on the direction of flow of the gaseous oxidizer relative to
the direction of propagation of the reaction front. These configurations have
been a subject of practical interest since they exhibit some important char-
acteristic features. If the gaseous oxidizer flows in a direction opposite to
the direction of the reaction front, we refer to the configuration as reverse
(upstream) smoldering, whereas if the oxidizer flows in the same direction as
the direction of propagation, the configuration is known as forward (down-
stream) smoldering. For a detailed discussion on the distinct smoldering
configurations, we refer to Ohlemiller and Lucca (1983); Ohlemiller (1985);
Wahle et al. (2003); Schult et al. (1995).

Furthermore, it has been reported in several experimental papers (Zik
et al., 1998; Zik and Moses, 1999, 1998; Olson et al., 1998, 2006; Kuwana
et al., 2014), that the smoldering process occurring under microgravity re-
sults in the self-fragmentation of the smolder front. The phenomenon was
believed to arise from a destabilizing effect of oxygen transport in the absence
of natural convection, which characterizes a microgravity environment. The
smolder front has the form of finger-like patterns, which are distinct depend-
ing on the oxygen velocity (or its concentration). The experimental results
were further validated mathematically in different contexts (Lu and Yort-
sos, 2005; Kagan and Sivashinsky, 2008; Ikeda and Mimura, 2008; Fasano
et al., 2009; Ijioma et al., 2013; Yuan and Lu, 2013; Hu et al., 2015; Kuwana
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et al., 2014; Ijioma et al., 2015; Uchida et al., 2015). For a mathematical
aided understanding of the smoldering combustion problem, a traveling wave
analysis of the pertinent mathematical model is usually adopted (see Kagan
and Sivashinsky, 2008; Fasano et al., 2009, e.g.). The interest is to determine
the range of the experimental observation through the analysis of the spread
rate of the smoldering front.

The derivation of macroscopic behavior of porous media combustion from
pore level has been achieved over the past years using either of two ap-
proaches. The first approach involves a volume averaging method (Whitaker,
1998), which has been applied in the derivation of filtration combustion
models (see Oliveira and Kaviany, 2001, for instance). However, until now,
there has been no mathematical justification of the validity of the volume
averaging approach from the pore level. The second approach uses the ho-
mogenization theory (Bakhvalov and Panasenko, 1989; Bensoussan et al.,
1978; Sanchez-Palencia and Zaoui, 1985; Hornung, 1997), which has the ad-
vantage of making the model derivation mathematically rigorous. In Ijioma
et al. (2013, 2015), a macroscopic model of the smoldering combustion prob-
lem was derived using the method of periodic homogenization and its rigor-
ous justification via the two-scale convergence method (Allaire, 1992; Allaire
et al., 1995) was discussed in Fatima et al. (2014). The model emphasizes
the role of conductive heat transfer in the system without heat losses to the
surroundings, and hence cannot be used for answering questions concerning
the influence of heat losses. The homogenization of heat transfer processes
has attracted the attention of researchers over the years; see for instance
Auriault (1997); Monsurro (2003) for a treatment of conductive heat trans-
fer scenarios. In Allaire and El Ganaoui (2009); Allaire and Habibi (2013),
processes involving conductive and radiative heat transfers in porous media
with cavities were studied. We also point out some of the studies on radia-
tive heat transfer in the literature (Kagan and Sivashinsky, 1996, 1997, for
instance).

The physical (or rather experimental) setup of the problem is as shown in
Figure 2 (cf. Zik and Moses, 1999; Kuwana et al., 2014). It consists of an up-
per gas layer and a lower solid layer in which the porous sample is placed. A
gaseous mixture is supplied from one end of the setup and ignition is ini-
tiated at the other end, thus allowing a reverse smoldering combustion to
proceed. The region of interest may be simply taken to be two-dimensional
along the direction of flow of the gaseous mixture, which occupies a homo-
geneous gas layer since the thickness of the sample is negligibly small. An
alternative point of view for a two-dimensional approximation is the fact
that the smoldering combustion process we have in mind takes place in a
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narrow gap (Zik et al., 1998; Zik and Moses, 1999; Kuwana et al., 2014). The
size of the gap ensures the absence of natural convection and hence draws
the problem much closer to a variant of the phenomenon observed under mi-
crogravity (Olson et al., 1998). In the latter report, it is shown that, within
a suitable range of oxidizer velocity, it is possible for the smoldering propa-
gation to proceed downstream after the smolder front reaches the upstream
end of the sample. The result is the subsequent smoldering of parts of the
unburned fuel left behind by the upstream smolder wave.

Regarding the description of the microstructure of the porous medium,
we consider a situation in which the gaseous oxidizer is free to infiltrate
the porous medium through diffusion and convective transport. That is, in-
stead of a perforated domain consisting of a solid matrix (see Figure 1a), we
take the solid fibers to be distributed in a gas matrix (see Figure 1b). An
advantage of this microstructure is that it allows simultaneous treatment
of coupled heat and mass transfer problem in the heterogeneous porous
medium consisting of seemingly distinct reference microstructures for the
two transport processes. The next challenge concerns the description of the
microstructure for the purpose of homogenization. We assume that the re-
gion for homogenization, depicted in Figure 3, consists of a uniformly pe-
riodic distribution of ε-sized cells, with ε being the size of the period. The
sizes of the ε-periodically distributed cells are assumed to be increasingly
small. In view of the complexity of the chemical reactions taking place on
the distributed ε-scaled surfaces, a direct numerical simulation of the prob-
lem at this level becomes almost unattainable and far too costly in terms
of computer resources. Also, it is impossible to capture the qualitative be-
havior of the phenomena experimentally observed at the macroscopic level
while attempting to resolve all the details of the processes occurring at the
microstructure level. Thus, the present goal of homogenization in this pa-
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Figure 1: Schematic of the physical porous medium (a) perforated domain with solid
matrix, Ωs and holes Ωg with boundary Γ; (b) gas-solid domain with gas matrix Ωg and
solid inclusions Ωs with boundary Γ.

per is to derive a functional form of the limit homogenized problem in order
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to overcome the difficulty of dealing with the intricate structure and chem-
ical processes of the heterogeneous porous medium. Additionally, explicit
formulas for calculating the effective transport parameters have to be de-
rived as well. The effective parameters allow us to show the efficiency of the
homogenization process (cf. Ijioma, 2014). Contrary to the models derived
earlier (Ijioma et al., 2013; Fatima et al., 2014; Ijioma et al., 2015), the nov-
elty of the present study is the introduction of heat transfer by radiation
and a kinetic model for solid fuel mass concentration. The kinetic model
involves a second order Arrhenius type nonlinearity in the problem. Based
on these improvements, we show that the results of the proposed model are
within a suitable range for describing the experimentally observed fingering
behavior of smoldering combustion under microgravity. The organization of
this paper is as follows:
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5 Conclusion 45

2. Pore scale description of the problem

In this section, we discuss the derivation of the microscopic model for a
smoldering combustion problem with a one-step kinetic scheme.
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2.1. Geometry of the porous medium

Let Ω :=
∏2
j=1(0, Lj) be a smooth bounded open set in R2, which is sub-

divided into N(ε) periodicity cells Y ε
i , i = 1, · · · , N(ε), with each cell being

equal and defined up to a translation of a reference cell Y :=
∏2
i=1(0, lj). The

number of cells with respect to ε, in each coordinate direction j, is de-
fined by Nj(ε) := |Lj | ε−1, j = 1, 2, where Lj define the lengths of the
sides of the domain Ω. Then, the total number of cells in the domain Ω is
N(ε) := N1(ε) × N2(ε). Here, ε := l/L is the size of a single period cell
defined as the ratio of the characteristic length of Y to the characteristic
length of the domain Ω. The reference cell consists of two distinct parts-
a gas filled part and a solid part. We denote by Ys, the solid part of Y
having a smooth boundary denoted by Γ. The gas filled part is denoted by
Yg := Y \ Ys. The collection of the periodically distributed solid parts is
given by Y ε

s,i, i = 1, · · · , N(ε). Similarly, the collection of the periodically
distributed boundaries of Y ε

s,i is denoted by Γεi , i = 1, · · · , N(ε). Thus, the
ensemble of the periodically translated solid parts, the matrix of gas parts
and the ensemble of the solid boundaries can be written as

Ωε
s :=

N(ε)⋃
i=1

Y ε
s,i, Ωε

g := Ω \ Ωε
s, Γε :=

N(ε)⋃
i=1

Γεi . (1)

Let us now denote by | · |, the measure of any of the sets introduced above.
Specifically, |Y | is the volume measure of the reference cell Y , with |Γ| the
surface measure of Γ. We also note that the measures on the periodic cells
can be represented in terms of the measures on the reference cells through
the following relation:

|Y ε
i | = ε2|Y |, |Γεi | = ε|Γ|, for i = 1, · · · , N(ε).

gas layer

solid layer inflow gaseous
mixture

char
propagation

Figure 2: Schematic diagram of the three dimensional gas-solid geometry.
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Figure 3: Two dimensional periodic domain for homogenization and the reference cell.

2.2. Chemistry of the problem

The model of heterogeneous chemical reactions for smoldering combus-
tion can be described by using the kinetic schemes given by Rogers and
Ohlemiller (1980), which has been widely employed in numerical simulations
of smolder processes (Leach et al., 2000; Aldushin et al., 2006, 2009). Here,
the chemical kinetics is governed by a single step kinetic scheme for fuel
oxidation, i.e.

Solid fuel + µ1oO2
W1−−→
Q1

µ1cChar + µ1gp Gaseous products, (2)

where W1 is the reaction rate and Q1, the heat release. The stoichiometric
coefficients are denoted by µ1i. The oxidation reaction (2) is exothermic (i.e.
Q1 > 0). The rate law governing (2) is given by

W1 = P εCεA1 exp(−E1/RT
ε
s ), (3)

where P ε is the mass concentration of the solid fuel, Cε is the concentration
of gaseous oxidizer, which is usually Oxygen, T εs is the temperature of the
solid, E1 is the activation energy, R is the universal gas constant and A1,
the pre-exponential factor in the Arrhenius law. The rate law given by (3)
is second order with respect to the reactants species. This is one of main
extensions to the models of first order rate law studied (see Ijioma et al.,
2013, 2015; Kuwana et al., 2014; Kagan and Sivashinsky, 2008, e.g) for a
similar smoldering combustion scenario.
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2.3. Balance equations for heat and mass transport

We consider a diffusion-convection problem describing the transport of
mass of a gaseous mixture, which is coupled to a heat transport problem. One
of the properties of the medium is that the diffusion coefficients are varying
in space, i.e. the coefficients take only two different values of the same order
of magnitude. The gaseous oxidizer occupies the subdomain, Ωε

g, and reacts
with the solid inclusions (i.e. solid fuel) at the surface Γε. Let the thermal
conductivity of the constituent parts be defined by the constants λg and
λs. Hence, we denote the conductivity coefficient λε of the medium Ω by

λε(x) = λgχg

(x
ε

)
+ λsχs

(x
ε

)
, x ∈ Ω, (4)

where χi, i = g, s, are characteristic functions. Similarly, the volumetric heat
capacity, Cε, is defined by

Cε(x) = Cgχg

(x
ε

)
+ Csχs

(x
ε

)
, x ∈ Ω. (5)

Convection of the gaseous oxidizer only takes place in the gaseous subdomain
Ωε

g. Thus, we define it as follows

uε(x) =

{
0, x ∈ Ωε

s,

Vε(x), x ∈ Ωε
g,

(6)

where (6) implies the restriction of convection to the gaseous subdomain

Ωε
g. We assume a spatially periodic flow, i.e. uε(x) = u(x,

x

ε
) in Ωε

g, y = x/ε.

The molecular diffusion of the gaseous mixture is restricted to Ωε
g. Let the

temperature in the periodic domain Ω be denoted by T ε, which can be
decomposed as

T ε(t, x) =

{
T εs (t, x), x ∈ Ωε

s,

T εg(t, x), x ∈ Ωε
g,

where T ε is continuous on the interface Γε. Besides the continuity of temper-
ature across the interface, we also have the balance of heat fluxes given by
the heat produced due to reaction at the interface and radiative heat losses
to the surroundings, i.e. the following conditions, for the balance of heat,
are satisfied across the interface

−λg∇T εg · n = −λs∇T εs · n (7)

+εQ1W1 − εσ(T ε,4s − T 4
∞), x ∈ Γε, t > 0,

T εg = T εs ,
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where σ,Q1 > 0 are given constants denoting the radiative heat transfer
and the heat release coefficients. The linear form of (7) with respect to the
radiative transfer term is given by

−λg∇T εg = −λs∇T εs · n+ εQ1W1 − εσ(T εs − T∞), x ∈ Γε, t > 0. (8)

The ε scaling of the terms on the right hand side of (8) is chosen as described
in Ijioma et al. (2013, 2015). It ensures that the desired homogenized model
with radiative heat transfer is obtained when passing to the limit ε→ 0. We
also assume that the following equations hold respectively for the consump-
tion of the gaseous oxidizer and the solid fuel across the interface:

D∇Cε · n = −εW1 = ε
∂P ε

∂t
, x ∈ Γε, t > 0. (9)

The initial and external boundary conditions are given by

T ε(0, x) = T0(x), Cε(0, x) = C0, x ∈ Ω,

P ε(0, x) = P0(x), x ∈ Γε,

∂x1T
ε(t, x) = 0, Cε(t, x) = C0, x1 = L1, t > 0,

∂x1T
ε(t, x) = 0, ∂x1C

ε(t, x) = 0, x1 = 0, t > 0,

∂x2T
ε(t, x) = 0, ∂xx2C

ε(t, x) = 0, x2 = 0, x2 = L2, t > 0.

(10)

Remark 2.1. So far, the description of the microscopic problem involves
only fuel oxidation at the surface, Γε. However, fuel conversion within the
region, Ωε

s, is yet to be accounted for. In the sequel, we describe, under a
set of assumptions, the complete kinetic model for a single step reaction
mechanism.

2.4. Complete kinetic model for the solid fuel mass balance

According to (2), a single step kinetic scheme is considered for the fuel
consumption, i.e. fuel oxidation, on the surface Γε. However, for a complete
description of mass balance of P ε, the fuel conversion within the inclusions is
described by using the information provided by its consumption rate on the
surface. The basic assumption for the chemical conversion in the inclusions
invokes the notion of fuel pyrolysis within the inclusions. To model this
effect, the following assumptions denoted by A are necessary:

Assumptions

(A1) P ε is consumed due to fuel oxidation on the surface, Γε.
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(A2) At the level of the inclusions (assumed relatively small), the rate of
fuel conversion in each Y ε

s,i is given by the average rate of fuel oxidation
on Γεi , i = 1, · · · , N(ε).

(A3) The overall rate of fuel conversion in Ωε
s is balanced by the first order

average rate of consumption on Γε.

We proceed as follows: the rate of change of fuel in Ωε
s is given by

∂P ε

∂t
= −kε1iP̃

ε
i , x ∈ Ωε

s, i = 1, · · · , N(ε), (11)

where we define the fuel content in each Y ε
s,i according to

P̃ εi :=


1

|Γεi |

∫
Γεi

P εdS, in Y ε
s,i, for each i,

0, in Ωε
g

(12)

and

kε1i :=
A1

|Γεi |

∫
Γεi

Cε exp(−E1/RT
ε
s )dS, in Y ε

s,i, i = 1, · · · , N(ε) (13)

by assumption (A2). The rate of fuel oxidation is given by

∂P ε

∂t
= −kε2P ε, x ∈ Γε, (14)

where kε2 = CεA1 exp(−E1/RT
ε
s ), with the additional condition that kε1i =

kε2, i = 1, · · · , N(ε), on Γε, according to (A3), i.e.
By defining a first order rate law as:

kε2 := A1C
ε exp(−E1/RT

ε
s ), x ∈ Γε, (15)

we average (15) over Γε and thus obtain the following

1

|Γε|

∫
Γε
kε2dS =

1

|Γε|

∫
Γε
A1C

ε exp(−E1/RT
ε
s )dS (16)

=

N(ε)∑
i=1

A1

|Γεi |

∫
Γεi

Cε exp(−E1/RT
ε
s )dS (17)

=

N(ε)∑
i=1

kε1i , (18)

where kε1i ∈ Y
ε
s,i, i = 1, · · · , N(ε) due to (A2).
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Remark 2.2. Alternatively, one can simply take the rate of change of fuel
in Ωε

s to be given by

∂P ε

∂t
= −kε1iP

ε, i = 1, · · · , N(ε), (19)

where the rate coefficient, kε1i, is given by (13).

Collectively, in terms of the scale parameter, ε, the microscopic system
of equations has the following form:

Cg

∂T εg
∂t

= Cgu
ε ·∇T εg +∇·(λg∇T εg), x ∈ Ωε

g, t > 0,

Cs
∂T εs
∂t

= ∇·(λs∇T εs ), x ∈ Ωε
s, t > 0,

∂Cε

∂t
= uε ·∇Cε +∇·(D∇Cε), x ∈ Ωε

g, t > 0,

∂P ε

∂t
= −

N(ε)∑
i=1

kε1iP̃
ε
i , x ∈ Ωε

s, t > 0,

−λg∇T εg · n = −λs∇T εs · n +

εQ1W
ε
1 + εσ(T∞ − T εs ), x ∈ Γε, t > 0,

T εg = T εs , x ∈ Γε, t > 0,

−D∇Cε ·n = −εW ε
1 = ε

∂P ε

∂t
, x ∈ Γε, t > 0.

(20)

2.5. Numerical study of the microscopic model

In this section, our objective is to show that the essential physics of the
phenomenon of interest is well-captured at the pore level. Specifically, we
show that the radiative heat transfer at the pore surfaces and the effect of
a second order reaction rate, which gives rise to upstream and downstream
waves, are captured by the pore scale description.

To fix ideas, we assume that the lengths of the porous medium in each
coordinate direction are L1 = 5 cm and L2 = 1 cm. We choose the charac-
teristic length of the domain to be L = 5 cm. Then, by using the scaling
argument, ε = l/L = 0.2, with l = 1 cm, the number of cells in each coordi-
nate direction can be calculated as:

N1(ε) = ε−1 |L1| = 25, N2(ε) = ε−1 |L2| = 5, (21)

so that the total number of cells in the medium is given by N(ε) = N1(ε)×
N2(ε) = 125. Here, we have assumed that the R2 space is partitioned with
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ε-multiples of the standard periodicity cell. We also assume that the do-
main size is sufficiently large to suffice our model of radiative heat transfer.
However, we have chosen the length, L2, of the domain in the transversal
direction to be relatively small in order to minimize the total number of
cells in the system. Thus, periodic boundary conditions are imposed on the
lateral boundaries.

The numerical method for the discretization of the problem uses the
standard Galerkin method with Lagrange P2 finite elements. The time
integration of the resulting discrete system of equations was performed
with a Backward Differentiation Formula (BDF) as implemented in COM-
SOL Multiphysics package. The typical scaled parameter values used in
the numerical simulations include: λg = 2.38 × 10−4, λs = 7 × 10−4, D =
0.25, Cg = 1.57× 10−3, Cs = 0.69, Ta = E1/R = 1.0, Q1 = 2.5, A1 = 0.5, σ =
8.5× 10−3, V = 1× 10−2.

We choose the following initial condition for T ε:

T ε(0, x) = T0 exp (−x2/µ), with T0, µ > 0 in Ω, (22)

and for Cε and P ε, we choose

Cε(0, x) = 0.23, in Ωε
g, P

ε(0, x) = 1.0, in Ωε
s. (23)

In order to prevent negative values in the variable P ε, we use the following
definition in the numerical implementation:

P̃ ε :=


δ, P ε < 1,

P ε, 0 ≤ P ε ≤ 1,

1, P ε > 1.

(24)

where δ > 0 is a very small number.
First, let us consider the microscopic model (20) with no radiative heat

transfer, i.e. σ = 0. Figure 4 depicts the solid fuel conversion in this
case. The structure of the combustion waves is given in Figures 4b, 4d, 4f and
4h. The values of Cε and T ε have been scaled with their maximum values to
aid visibility of the waves. Figure 4 delineates the coexistence of upstream
and downstream smolder waves, as expected from the use of the second
order reaction rate. Figures 4a-4d show upstream smolder waves whereas
Figures 4e-4h illustrate the downstream waves. Ignition is initiated from the
left and the oxidizer gas is supplied from the upstream boundary (the right
end), and hence allowing reverse (counterflow) smoldering combustion waves
to emanate. The waves propagate initially upstream. On reaching the right
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(d) t = 150

(e) P ε, t = 300
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(f) t = 300

(g) P ε, t = 600
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Figure 4: Evolution of the spatial profiles of solid fuel concentration P ε (a), (c) ( respec-
tively (e), (g)) with their corresponding wave structures; (b), (d) upstream smolder waves
(respectively (f), (h) downstream smolder waves). Ignition is initiated from the left and
inlet oxidizer gas flows from the right. The circular color pattern indicates regions of un-
burned fuel (dark red) and regions of burned fuel (remaining colors with blue indicating
higher conversion of the fuel).
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Figure 5: Evolution of the spatial profiles of solid fuel concentration P ε (a), (c) ( respec-
tively (e), (g)) with their corresponding wave structures; (b), (d) upstream smolder waves
(respectively (f), (h) downstream smolder waves). The arrows indicate the direction of
propagation of the waves.
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boundary, the waves reflect downstream and propagate toward the left. The
phenomenon of reflecting smolder waves has been observed in microgravity
experiment aboard a spacecraft (Olson et al., 1998).

Similar to the case σ = 0, we simulate the behavior of (20) for the ef-
fect of the radiative heat transfer (σ > 0). We point out that σ essentially
controls the intensity of the radiative heat losses to the surroundings. Fig-
ure 5 illustrates the evolution of the spatial distribution of P ε at various
time instances. The introduction of radiative heat losses results to signifi-
cant changes the pictures. The spread rate of the wave decreases and hence
an increase in the time for the emergence of downstream waves. Also, we
notice the leakage of Cε across the front (Figures 5d, 5f and 5h), which in-
tensifies as the waves move downstream. The pattern of the solid fuel shows
incomplete conversion of the fuel (Figures 5g and 5h), compared with the
complete fuel conversion depicted in Figures 4g and 4h.

3. Asymptotic expansions

In this section, we briefly describe the homogenization procedure for
deriving an approximate macroscopic description of the coupled system of
equations presented in (20). The starting point of the solution procedure is
to assume solutions to system (20) in the form of asymptotic expansions:

T ε(t, x) = T 0(t, x,
x

ε
) + εT 1(t, x,

x

ε
) + ε2T 2(t, x,

x

ε
) + · · · , (25)

Cε(t, x) = C0(t, x,
x

ε
) + εC1(t, x,

x

ε
) + ε2C2(t, x,

x

ε
) + · · · , (26)

P ε(t, x) = P 0(t, x,
x

ε
) + εP 1(t, x,

x

ε
) + ε2P 2(t, x,

x

ε
) + · · · , (27)

where T i(t, x, y), Ci(t, x, y) and P i(t, x, y) are assumed to be Y -periodic,
with y = x/ε. The derivative operator is transformed based on the two
spatial variables (x, y) introduced in the problem, i.e.

∇ 7→ ∇x +
1

ε
∇y. (28)

In the next step, we substitute the expansions (25)-(27), using the transfor-
mation (28), in (20) and identifying succession of boundary value problems
at the same powers of ε:
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• Equation of order ε−2 :

−∇y ·(λg∇T 0
g ) = 0, in Yg,

−∇y ·(λs∇T 0
s ) = 0, in Ys,

T 0
g − T 0

s = 0, on Γ,

(λs∇yT 0
s − λg∇yT 0

g )·n = 0, on Γ,

{T 0
g , T

0
s } is Y-Periodic.

(29)

We deduce that

T 0
g (t, x, y) = T 0

s (t, x, y) = T 0(t, x). (30)

• Equation of order ε−1 :

−∇y ·(λg(T 1
g +∇xT 0)) = 0, in Yg,

−∇y ·(λs(T 1
s +∇xT 0)) = 0, in Yg,

T 1
g − T 1

s = 0, on Γ,

−(λg(∇yT 1
g +∇xT 0) + λs(∇yT 1

s +∇xT 0))·n = 0, on Γ,

{T 1
g , T

1
s } is Y-Periodic.

(31)

The linearity of the problem allows to decompose the solution into
elementary solutions ωi(y) associated with unit macroscopic gradients,
i.e. ∇xT 0 = ei, i = 1, 2, and satisfying the following so-called cell
problems

∂

∂yj
(λg(

∂ωgi
∂yj

+ Iij)) = 0, in Yg,

∂

∂yj
(λs(

∂ωsi
∂yj

+ Iij)) = 0, in Ys,

ωgi − ωsi = 0, on Γ,

(λs(
∂ωsi
∂yj

+ Iij)− λg(
∂ωgi
∂yj

+ Iij))·nj = 0, on Γ,

wi is Y-Periodic.

(32)

The solution, T 1, of (31) is defined by

T 1(t, x, y) = ω(y)·∇T 0 + T
1
(t, x). (33)
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• Equation of order ε0 :

−∇y ·(λg(∇yT 2
g +∇xT 1

g ))−∇x ·(λg(∇yT 1
g +∇xT 0))−

Cgu·∇xT 0 + Cg
∂T 0

∂t
= 0, in Yg,

−∇y ·(λs(∇yT 2
s +∇xT 1

s ))−∇x ·(λs(∇yT 1
s +∇xT 0))+

Cs
∂T 0

∂t
= 0, in Ys,

T 2
g − T 2

s = 0, on Γ,

(λs(∇yT 2
s +∇xT 1

s )− λg(∇yT 2
g +∇xT 1

g ))·n =

Q1W1(T 0, C0, P 0)− σ(T 0 − T∞), on Γ,

{T 2
g , T

2
s } is Y-Periodic.

(34)

The existence of a Y -periodic solution implies a compatibility con-
dition which can be established by divergence theorem over Yg and
Ys. First, we consider the first terms in (34):∫

Yg

∇y ·(λg(∇yT 2
g +∇xT 1

g ))dY = −
∫

Γ
λg(∇yT 2

g +∇xT 1
g )·ndS, (35)∫

Ys

∇y ·(λs(∇yT 2
s +∇xT 1

s ))dY =

∫
Γ
λs(∇yT 2

s +∇xT 1
s )·ndS. (36)

The boundary integrals (35)-(36) vanish on the edges of the unit cell
Y due to the periodicity of the fluxes and the sign of the integral on
the right hand side of (35) changes by taking the outward normal to
Ys. The balance of fluxes on Γ implies that the sum of the integrals is∫

Γ
(λs(∇yT 2

s +∇xT 1
s )− λg(∇yT 2

g +∇xT 1
g ))·ndS = (37)∫

Γ
(Q1W1(T 0, C0, P 0)− σε(T 0 − T∞))dS =

|Γ|Q1W1(T 0, C0, P 0)− |Γ|σ(T 0 − T∞).

The second terms of (34) are evaluated by noting that

∇yT 1 +∇xT 0 = (∇yω + I)∇xT 0 (38)

according to definition (33). It follows, by interchanging the integration
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with respect to y and the derivative with respect to x, that∫
Y
∇x ·(λ(∇yT 1 +∇xT 0))dY = ∇x ·

(
(

∫
Y
λ(∇yω + I)dY )∇xT 0

)
(39)

The averaging of the remaining terms in (34) is given by

∂T 0

∂t

(∫
Y

(Cg + Cs)dY
)

= ceff ∂T
0

∂t
, (40)∫

Y
Cgu·∇xT 0dY =

(∫
Y
χgCgudY

)
·∇xT 0 = V· ∇xT 0, (41)

where V = φCgu.

3.1. Macroscopic description

Combining the averages of all terms together, we arrive at the following
macroscopic description:

ceff ∂T
0

∂t
= ∇x ·(λeff∇xT 0) + V·∇xT 0+ (42)

|Γ|Q1W1(T 0, C0, P 0)− |Γ|σ(T 0 − T∞),

where

λeff
ij =

(∫
Yg

λg(Iij +
∂ωgj
∂yi

)dY +

∫
Ys

λs(Iij +
∂ωsj
∂yi

)dY

)
, i, j = 1, 2.

(43)

For the homogenization of the concentration, Cε(t, x), we follow the lead de-
scribed in Ijioma et al. (2013). We also point out that the final homogenized
concentration model is functionally identical, except for the presence of the
solid fuel mass concentration.
The homogenized equation for the solid fuel to first order is given by

∂P 0

∂t
= −W1(T 0, C0, P 0) +O(ε). (44)

We simply recall the form of the homogenized concentration model, C0(t, x),
(Ijioma et al., 2013), which has the form:

φ
∂C0

∂t
= ∇x ·(Deff∇xC0) + Ṽ·∇xC0 − |Γ|W1(T 0, C0, P 0), (45)
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where Ṽ = φu with u = (V, 0) and

Deff
ij = D

∫
Yg

(Iij +
∂ωj
∂yi

)dY, i, j = 1, 2. (46)

where, the cell function, ω, given in (46) satisfies the following cell problem
for the concentration model:

∂

∂yj
(D(

∂ωi
∂yj

+ Iij)) = 0, in Yg,

(D(
∂ωi
∂yj

+ Iij))·nj = 0, on Γ,

wi is Y-Periodic.

(47)

In (42) and (45), φ = |Yg| / |Y | is the system porosity. In a similar
notation, we denote the surface porosity given above by φs = |Γ|.

Remark 3.1. In practice, the nonlinear reaction rate can be approximated
by a step function in the spirit of Turns (2000); Ikeda and Mimura (2008). This
follows the introduction of an ignition temperature Tign such that the Arrhe-
nius law can be written in the following form

k(T 0) =

{
A exp(−E1/RT

0), if T 0 ≥ Tign
0, 0 < T 0 < Tign,

(48)

where E1/R is the activation temperature.

4. Results and discussion

4.1. Numerical study of the efficiency of the homogenization procedure

In the previous sections, we started from a pore scale description, which
lead to a homogenization problem. Consequently, a homogenized model was
derived with formulas for calculating the effective diffusion coefficients. In
this section, we discuss the efficiency of the homogenization procedure.
Specifically, we compare the numerical results of the microscopic model with
the homogenized model.

It should be noted that convection, chemical reaction and radiative heat
transfer do not play dominant roles at the pore scale (cf. (32) for the cell
problems and the ε-scaling of (20)). We are interested in studying a suitable
range for a slow smoldering combustion scenario under microgravity. The
convergence study is done by varying ε in the microscopic model. Since the
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smoldering propagation is essentially one-dimensional, we consider a one-
dimensional solution of homogenized equations. However, the microscopic
problem is considered in two-dimensions.

In order to minimize computational cost, we impose periodic boundary
conditions on the lateral boundaries while we increase the total number of
cells along the fixed length L1. We assume that the length L2 = O(ε) for each
varying ε and hence the problem is quasi-one-dimensional. In the numerical
experiments, the values of ε satisfy ε ≤ εf < 0, i.e., ε is considered to be
moderately small and εf is its final value used in the numerical experiments.

In each numerical experiment, we run the simulation by varying the
characteristic size of the Y -cell. We begin with cells of characteristic size
l = 2.5, which corresponds in this case to ε = 0.5. Then, we decrease l
in each subsequent simulation until the last experiment corresponding to
εf . The time step of the simulations is dt = 10. For the computation of
the homogenized model, we follow the general homogenization procedure
for periodic structures:

1. Solve the corresponding cell problems (32) and (47) of the field vari-
ables T 0 and C0, in each of the canonical directions, ej , j = 1, 2.

2. Calculate the effective thermal conductivity, λeff , and mass diffusiv-
ity, Deff , coefficients using the solutions of their corresponding cell
problems

3. Solve the coupled system of homogenized equations for T 0, C0 and P 0.

For the computations of the cell problems and the homogenized equations,
we use the parameter values given in Table 1. The error, ERR, in the ap-
proximation is evaluated in the L2(0, τ ; Ω) norm, i.e.,

ERRi = ‖ψε − ψ0‖L2(0,τi;Ω), i = 1, · · · , Nt, (49)

where i represents the error after a given number of time steps τi and Nt,
is an integer corresponding to the final time step. This is done to study the
evolution of the error for various values of τ due to the transient nature of
the problem.

4.2. Upstream waves

We consider a situation, in which the waves only move upstream, i.e.,
from left to right. In order to achieve this behavior, we suitably choose pa-
rameters of the convective transport. As mentioned in Ijioma et al. (2013),
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Parameters Values Description

r 0.4 Radius of solid fuel cell
φ = 1− πr2 0.497 Porosity
φs = 2πr 2.513 Tortuosity

λg 2.38 · 10−4 Thermal conductivity of gas
λs 7.0 · 10−4 Thermal conductivity of solid
D 0.25 Molecular diffusion
Cg 1.571× 10−3 Heat capacity of gas
Cs 0.6858 Heat capacity of solid
λeff 3.9562× 10−4 Effective thermal conductivity
Deff 0.080523 Effective mass diffusivity
ceff 0.345502 Effective heat capacity

Table 1: Parameter values used in the numerical simulations.

ε 0.5 0.3333 0.1 0.0833

ERR1 2.3769e-02 1.3544e-02 3.8069e-03 3.4309e-03
ERR2 6.5105e-02 4.6715e-02 3.9731e-02 1.6735e-02
ERR3 1.1273e-01 9.2423e-02 8.5266e-02 3.3949e-02

Table 2: Evolution of the error in the temperature at various time steps and ε .

the parameter A in the Arrhenius kinetics enhances convective transport.
When A is relatively small, for example, A = 0.01, the waves move mo-
mentarily upstream and downstream smolder wave is not viable. Figure 6
show qualitative comparison of results between the full microscopic problem
(system size, L1 = 5, L2 = 1, consists of 125 cells for ε = 0.2) with the
homogenized problem. In Figures 7, 8 and 9 we show the behavior of the so-
lutions between the microscopic and the homogenized models for varying ε.
As we can seen, the microscopic solutions become closer to the homogenized
solution as ε decreases.

ε 0.5 0.3333 0.1 0.0833

ERR1 1.1944e-03 8.9172e-04 5.8676e-04 5.5292e-04
ERR2 3.5618e-03 2.5880e-03 2.0027e-03 7.2743e-04
ERR3 5.4323e-03 4.6473e-03 3.9891e-03 1.2992e-03

Table 3: Evolution of the error in the oxidizer concentration at various time steps and ε.
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(a) T ε (b) T 0

(c) Cε (d) C0

(e) P ε (f) P 0

Figure 6: Comparison between the microscopic solutions T ε, Cε and P ε and the homog-
enized solutions T 0, C0 and P 0 at τ = 2000 and for ε = 0.2. The parameter values are
similar to those used in Figure 7.

ε 0.5 0.3333 0.1 0.0833

ERR1 2.5226e-02 1.6815e-02 5.1671e-03 4.2526e-03
ERR2 3.9322e-02 2.6225e-02 9.6611e-03 7.5167e-03
ERR3 4.4894e-02 3.1098e-02 1.8966e-02 9.9960e-03

Table 4: Evolution of the error in the solid fuel concentration at various time steps and ε.
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(c) ε = 1/10
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Figure 7: Comparison between the homogenized and microscopic solutions for varying ε
in the temperature distribution at various instants of time: (1) τ1 = 500; (2) τ2 = 1000;
(3) τ3 = 2000; (σ = 8.5 × 10−4, Ta = 1.0, A = 0.01, Q = 2.5, V = 0.001.)
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(c) ε = 1/10

0 1 2 3 4 5
0.12

0.14

0.16

0.18

0.2

0.22

0.24

x

 

 

C
ε

C
0

ε=0.0833, σ =8.5e−04

1

2

3

(d) ε = 1/12

Figure 8: Comparison between the homogenized and microscopic solutions for varying ε
in the oxygen concentration distribution at various instants of time: (1) τ1 = 500; (2)
τ2 = 1000; (3) τ3 = 2000; (σ = 8.5 × 10−4, Ta = 1.0, A = 0.01, Q = 2.5, V = 0.001.)
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Figure 9: Comparison between the homogenized and microscopic solutions for varying ε
in the solid fuel concentration distribution at various instants of time: (1) τ1 = 500; (2)
τ2 = 1000; (3) τ3 = 2000; (σ = 8.5 × 10−4, Ta = 1.0, A = 0.01, Q = 2.5, V = 0.001.)
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The convergence rate at various time steps is also shown in Tables 2,
3 and 4. The results show that, for each value of ε, the error increases as
the waves approach the right boundary. The explanation for this behavior
is simply due to the transient nature of the problem towards the bound-
aries. However, for each τi the errors decrease as ε becomes smaller.

4.3. The limit problem Ta → 0

We consider the problem when Ta tends to zero. Hence, we obtain for-
mally a reaction rate of the form

W (C0, P 0) = AC0P 0. (50)

(50) simplifies the nonlinear behavior of the problem. The limit problem
(i.e., Ta → 0) suffices for the numerical test for convergence, which is per-
formed based on the assumption that the smoldering propagation is essen-
tially one-dimensional. However, this simplification may impose some lim-
itations on the mechanism of the smoldering combustion process in higher
dimensions. Figure 10 depicts a qualitative comparison between the full
microscopic problem, consisting of 125 cells for ε = 0.2, with the homoge-
nized problem. Here, we consider only the waves moving downstream from
the right end of the domain. As can be seen, the solutions at the two de-
scriptions show good qualitative agreement. In Figure 11, 12 and 13, we see
that the microscopic solutions are much closer to the solution of the ho-
mogenized problem when we decrease ε up to a final value εf = 0.05. Their
corresponding differences in the L2-norm are given in Tables 5, 6 and 7.

ε ERR1 ERR2 ERR3 ERR4

0.5 4.4607e-01 2.5062e-01 2.2349e-01 2.1847e-01
0.3333 2.1481e-01 1.6495e-01 1.4392e-01 1.2758e-01

0.2 9.5693e-02 7.0833e-02 6.3393e-02 5.8815e-02
0.1 3.7748e-02 3.4025e-02 3.2574e-02 3.3360e-02

0.0833 3.2100e-02 2.5135e-02 3.0492e-02 3.0842e-02
0.05 1.8580e-02 2.2144e-02 2.0524e-02 2.4350e-02

Table 5: Evolution of the error in the distribution of temperature at various time steps
and ε.
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(a) T ε (b) T 0

(c) Cε (d) C0

(e) P ε (f) P 0

Figure 10: Comparison between the microscopic solutions T ε, Cε and P ε and the homog-
enized solutions T 0, C0 and P 0 at τ = 750 and for ε = 0.2. The parameter values are
similar to those used in Figure 11.
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Figure 11: Comparison between the homogenized and microscopic solutions for varying ε
in the temperature distribution at various instants of time: (1) τ1 = 250; (2) τ2 = 500;
(3) τ3 = 750; (4) τ4 = 1000; (σ = 1.0 × 10−3, Ta = 0.0, A = 1.5, Q = 2.5, V = 0.001). In
this case, the waves propagate from right to left.
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Figure 12: Comparison between the homogenized and microscopic solutions for varying
ε in the oxygen concentration distribution at various instants of time: (1) τ1 = 250; (2)
τ2 = 500; (3) τ3 = 750; (4) τ4 = 1000; (σ = 1.0 × 10−3, Ta = 0.0, A = 1.5, Q = 2.5, V =
0.001).
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Figure 13: Comparison between the homogenized and microscopic solutions for varying
ε in the soil fuel concentration distribution at various instants of time: (1) τ1 = 250; (2)
τ2 = 500; (3) τ3 = 750; (4) τ4 = 1000; (σ = 1.0 × 10−3, Ta = 0.0, A = 1.5, Q = 2.5, V =
0.001). In this case, the waves propagate from right to left.
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ε ERR1 ERR2 ERR3 ERR4

0.5 5.4533e-03 4.3040e-03 3.4725e-03 3.1391e-03
0.3333 2.9106e-03 2.4108e-03 2.2085e-03 2.0515e-03

0.2 1.7084e-03 1.4633e-03 1.3887e-03 1.3465e-03
0.1 8.6454e-04 8.0037e-04 8.1500e-04 7.3192e-04

0.0833 7.2025e-04 6.1495e-04 6.8190e-04 6.4356e-04
0.05 4.4386e-04 4.8038e-04 5.5041e-04 6.1379e-04

Table 6: Evolution of the error in the distribution of oxygen concentration at various time
steps and ε.

ε ERR1 ERR2 ERR3 ERR4

0.5 1.6715e-01 1.5334e-01 2.0088e-01 1.8989e-01
0.3333 1.0153e-01 9.7010e-02 1.0784e-01 9.1725e-02

0.2 5.6730e-02 5.6486e-02 5.6651e-02 5.3134e-02
0.1 2.5237e-02 2.4682e-02 2.4607e-02 2.4617e-02

0.0833 2.0743e-02 2.0778e-02 2.0223e-02 2.0042e-02
0.05 1.1848e-02 1.1743e-02 1.2051e-02 1.2310e-02

Table 7: Evolution of the error in the distribution of solid fuel concentration at various
time steps and ε.

4.4. Upstream and downstream waves

As we illustrated numerically in Figures 4 and 5, the proposed model
has the feature of exhibiting both upstream and downstream waves if the
parameter values are within a suitable range. We show that the results of the
homogenization procedure are consistent with the predictions of the micro-
scopic model. We run simulations by varying the size of ε in the microscopic
model in each run. In this case, the value of the intensity of the radiative
heat loss is fixed, e.g., σ = 1.0×10−2. We consider a final time step τ = 600
when the waves reach an intermediate point in the spatial domain after
reflecting downstream.

Figures 14, 15 and 16 depict comparison between the homogenized and
microscopic solutions for varying ε in the distribution of the temperature,
oxygen concentration and solid fuel mass concentration respectively. The
pictures consist of various time instants at which the error between the ho-
mogenized and microscopic solutions of the upstream and downstream waves
are compared. It can be seen that the results show good agreement between
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Figure 14: Comparison between the homogenized and microscopic solutions for varying
ε in the temperature distribution at various instants of time: (1), (2) upstream waves at
τ1 = 50, τ2 = 100; (3), (4) downstream waves at τ3 = 400, τ4 = 500. The parameter values
used in the simulation include: σ = 1.0 × 10−2, Ta = 1.0, A = 1.5, Q = 2.5, V = 0.001.
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0 1 2 3 4 5
0

0.05

0.1

0.15

0.2

0.25

x

 

 

C
ε

C
0

ε=0.2, σ =1.0e−02

(c) ε = 1/5

0 1 2 3 4 5
0

0.05

0.1

0.15

0.2

0.25

x

 

 

C
ε

C
0

ε=0.1, σ =1.0e−02

(d) ε = 1/10
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Figure 15: Comparison between the homogenized and microscopic solutions for varying ε
in the oxidizer concentration distribution at various instants of time: (1), (2) upstream
waves at τ1 = 50, τ2 = 100; (3), (4) downstream waves at τ3 = 400, τ4 = 500. The
parameter values used in the simulation include: σ = 1.0 × 10−2, Ta = 1.0, A = 1.5, Q =
2.5, V = 0.001.
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Figure 16: Comparison between the homogenized and microscopic solutions for varying ε
in the solid fuel concentration distribution at various instants of time: (1), (2) upstream
waves at τ1 = 50, τ2 = 100; (3), (4) downstream waves at τ3 = 400, τ4 = 500. The
parameter values used in the simulation include: σ = 1.0 × 10−2, Ta = 1.0, A = 1.5, Q =
2.5, V = 0.001.
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the homogenized solution and the microscopic solution as ε decreases; specif-
ically at ε = 0.05.

ε ERR1 ERR2 ERR3 ERR4

0.5 6.6289e-01 8.7065e-01 7.4827e-01 4.9378e-01
0.3333 4.4293e-01 6.6538e-01 4.9992e-01 3.8446e-01

0.2 2.3549e-01 2.9268e-01 2.2455e-02 1.4456e-02
0.1 5.9462e-02 7.1919e-02 5.3495e-02 3.5008e-02

0.0833 3.5832e-02 4.1790e-02 3.9806e-02 2.6262e-02
0.05 1.2216e-02 1.1548e-02 5.9865e-02 7.0734e-02

Table 8: Evolution of the error in the distribution of temperature at various time steps
and ε.

ε ERR1 ERR2 ERR3 ERR4

0.5 3.2599e-02 5.5355e-02 2.2256e-02 1.9343e-02
0.3333 1.9194e-02 2.9978e-02 1.4742e-02 1.1485e-02

0.2 9.8237e-03 1.1136e-02 6.3736e-03 4.7070e-03
0.1 2.5306e-03 2.5794e-03 1.5661e-03 1.1813e-03

0.0833 1.5309e-03 1.4222e-03 1.3034e-03 9.6558e-04
0.05 7.9532e-04 7.0263e-04 4.5529e-04 4.6887e-04

Table 9: Evolution of the error in the distribution of oxygen concentration at various time
steps and ε.

ε ERR1 ERR2 ERR3 ERR4

0.5 1.1917e-01 1.4484e-01 2.4931e-01 2.1805e-01
0.3333 8.6752e-02 9.9117e-02 1.6843e-01 1.4442e-01

0.2 4.1161e-02 4.6729e-02 7.6613e-02 6.6338e-02
0.1 1.2805e-02 1.4095e-02 2.4684e-02 2.2698e-02

0.0833 9.1683e-03 9.5601e-03 1.9109e-02 1.7636e-02
0.05 4.2196e-03 4.3521e-03 9.5951e-03 9.3808e-03

Table 10: Evolution of the error in the distribution of solid fuel concentration at various
time steps and ε.

4.5. Effect of the radiative heat losses

One of the features of the models derived in this study is the incorpora-
tion of the influence of radiative heat losses. We recall that our assumptions
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wave σ = 0.0 σ = 8× 10−4 σ = 2× 10−3 σ = 2× 10−2

upstream 2.8421e-02 9.2658e-02 3.0416e-02 1.5294e-02
downstream 3.6042e-02 3.1050e-02 2.9316e-02 4.3259e-02

Table 11: Comparison of error in the distribution of temperature between the homogenized
and microscopic model at various σ and for ε = 0.05.

on the microscopic model demand that radiative effects do not play domi-
nant roles at the pore scale. However, we examine the effect of the intensity of
radiative heat loss, σ, on the efficiency of the homogenization process. Thus,
we run simulations for various values of σ. For brevity of presentation, we fix
ε = 0.05, which serves, for the convergence tests in the previous sections, as
the final value of ε. Figure 17 shows the distributions of temperature, oxy-
gen concentration and solid fuel mass concentration at σ = 0.0 (profile 1),
σ = 8×10−4 (profile 2), σ = 2×10−3 (profile 3), σ = 2×10−2 (profile 4). At
lower values of σ (σ = 0, 8×10−4, 2×10−3), the extent of propagation of the
waves in the spatial domain, in both upstream and downstream regimes, is
larger compared with when σ = 2×10−2 (profile 4). Thus, the spread rate of
the waves decreases at higher values of σ, which is consistent with previous
microgravity experiments (see Fakheri and Olson, 1989, e.g.). Figure 17a
(profile 4) indicates an abrupt drop in the temperature distribution behind
the front. Increasing σ beyond this value may lead to the extinction of the
combustion process. The effect of radiative heat losses in combustion have
been notably studied in the literature (see Kagan and Sivashinsky, 1996,
1997, e.g.) as well as its role in microgravity smoldering combustion experi-
ments (Zik and Moses, 1999; Fakheri and Olson, 1989, e.g.). It is known, at
sufficiently high heat losses, that the range of thermal-diffusive instability of
the smolder waves is enhanced (Kagan and Sivashinsky, 1997), which usually
involves the leakage of reactants through the front. The latter is depicted
in Figure 17c, 17d and 17f (profile 4); the solid fuel and oxygen are not
completely consumed by the chemical reaction.

Concerning the errors between the homogenized and microscopic models,
we see that the errors attain maximum values for the downstream waves at
σ = 2.0× 10−2 (Tables 11, 12 and 13 (downstream)). In all cases, the error
increases as radiation becomes dominant at the pore level, except for the
upstream temperature distribution, which indicates a decrease in the error.
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Figure 17: Comparison between the homogenized solution and microscopic solution
(ε = 0.05) for varying σ in the distribution of (a), (b) temperature; (c), (d) oxygen concen-
tration; (e), (f) solid fuel concentration, at two instants of time corresponding to (a), (c)
and (e) upstream waves at τ = 100; (b), (d) and (f) downstream waves at τ = 600. The
parameter values used in the simulation include: Ta = 1.0, A = 1.5, Q = 2.5, V = 0.001
and σ = 0.0 (1), σ = 8.0 × 10−4 (2), σ = 2.0 × 10−3 (3), σ = 2.0 × 10−2 (4).
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wave σ = 0.0 σ = 8× 10−4 σ = 2× 10−3 σ = 2× 10−2

upstream 4.6202e-04 3.5264e-03 8.4037e-04 9.8141e-04
downstream 4.6257e-04 4.8245e-04 6.4897e-04 1.3293e-03

Table 12: Comparison of error in the distribution of oxygen concentration between the
homogenized and microscopic model at various σ and for ε = 0.05.

wave σ = 0.0 σ = 8× 10−4 σ = 2× 10−3 σ = 2× 10−2

upstream 4.2644e-03 6.3927e-03 4.5155e-03 1.0233e-02
downstream 1.1533e-02 1.0568e-02 9.8950e-03 1.6408e-02

Table 13: Comparison of error in the distribution of solid fuel mass concentration between
the homogenized and microscopic model at various σ and for ε = 0.05.

4.6. Two-dimensional fingering instability

In order to illustrate the behavior of the macroscopic model for a problem
of microgravity reverse smoldering combustion, we perform numerical sim-
ulations on a dimensionless version of the macroscopic model (see (42), (44)
and (45)). We scale the model as detailed in Fasano et al. (2009) so that the
following reference quantities are considered:

u =
T 0

Tb
, v =

C0

C0
, w =

P 0

P0
, (x̃, ỹ) =

(x, y)

L
, t∗ =

t

tD
, (51)

ut =
λeff

Deffceff
4u+

Cg

ceff
φ
V L

Deff
ux + φs

tDQ1C0

ceffTb
f(u, v, w)− φs tDσ

ceff
(u− ũ),

φvt = 4v + φ
V L

Deff
vx − φstDf(u, v, w),

wt = −tDHwf(u, v, w)

and the dimensionless system of equations reduces to

ut = Le4u+ φΛPeux + βγf(u, v, w)− a(u− ũ), (52)

φvt = 4v + φPevx − γf(u, v, w),

wt = −Hwγf(u, v, w),

where

Le =
λeff

Deffceff
, P e =

V L

Deff
,Λ =

Cg

ceff
, β =

Q1C0

ceffTb
, (53)

tD =
L2

Deff
, γ = φstDA, a =

φstDσ

ceff
, Hw =

C0

φsP0
. (54)
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The consumption rate of the reactants is given by the following Arrhenius
law:

f(u, v, w) =

{
vw exp(−θ/u), if u ≥ u∗

0, otherwise.
(55)

where Tb = T∞ + Q1C0/c
eff is the adiabatic temperature of combustion

products; θ = E1/RTb is the dimensionless activation temperature; ũ =
T∞/Tb � 1 is the dimensionless temperature of the surroundings and u∗ is
the dimensionless ignition temperature.

Remark 4.1. It should be pointed out that for most phenomenological mod-
els (cf. Ikeda and Mimura (2008)) that neglect the contribution of the
presence of obstacles, the system porosity, φ, in (52) may be set equal to
unity. However, for such an approximation, the essential physics of the phe-
nomena of interest is still viable.

We consider the problem (52) with (55) in a bounded rectangular domain
0 < x < Lx, 0 < y < Ly (Lx = 400, Ly = 200), in which the lateral walls are
subjected to Neumann conditions:

uy = vy = 0 at y = 0, Ly.

At the inlet end (i.e., x = Lx) and the outlet end (i.e., x = 0), the following
conditions are prescribed for the field variables u and v:

(ux, vx)(t, 0, y) = (0, 0), (ux, v)(t, Lx, y) = (0, v0), t > 0. (56)

The boundary descriptions (56) imply that ignition is initiated at the left
boundary and the combustion fronts propagate from the left to the right
boundary, thus setting up a reverse combustion. This configuration is known
to exert a destabilizing effect on the emerging combustion fronts (Zik and
Moses, 1999; Olson et al., 1998). Finally, the system (52) is closed by the
following initial conditions:

u(0, x, y) =

{
2 + ε(y), if 0 ≤ x ≤ 5 + ε(y), 0 ≤ y ≤ Ly,
ũ, otherwise,

(57)

where ε(y) is an appropriately chosen random perturbation and

(v, w)(0, x, y) = (v0 = 0.1, w0 = 1.0), 0 < x < Lx, 0 < y < Ly. (58)
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For the numerical solution of the problem, we use an explicit finite difference
method with a central difference discretization of the diffusion and advection
terms. The spatial step sizes of the discrete grid are dx = dy = 0.2 and the
time step size is dt = 0.008, which satisfies the stability condition for the
explicit scheme. The parameter values used in the numerical simulations are
given in Table 14.

θ β γ a φ Le ũ Λ Hw u∗

0.5 20. 5.0 0.25 1.0 0.3 0.25 0.0 1.0 1.25

Table 14: Typical set of parameter values used in all the numerical simulation.

4.7. Distinct fingering states

In the numerical simulations, the instability of the front is controlled
by using the Péclet number as a free parameter in system (52) while other
parameters assume the values given in Table 14. Figures 18 and 19 show
distinct fingering states and the transition from the regime of stable planar
front to the unstable regimes (fingering with and without tip-splitting). We
consider two different forms of the combustion model based on the nature
of the Arrhenius kinetics, which is conditioned by the parameter, θ. The
first form is related to when the nondimensional activation energy is greater
than zero, i.e, θ > 0 and the second form, when we assumed it to be zero,
i.e. θ = 0.

4.7.1. Model with Arrhenius kinetics (θ > 0)

We consider the behavior of the fingering instability when θ = 0.5 in the
Arrhenius law (55). In this case, the Arrhenius kinetics has a temperature
dependent exponential factor, which enhances the nonlinear dynamics of the
problem. Figure 18 shows the temperature, oxygen and solid fuel concentra-
tions. We see that, at a relatively large Pe value (Pe = 1.2), the smoldering
pattern has the form of a stable planar front (Figure 18a). Decreasing the
value of Pe slightly (Pe = 0.5) results in a cellular structure, which marks
the onset of the instability (Figure 18b). It should be noted that combustion
occurs only at the vicinity of the tip of the front. As Pe is further decreased,
the patterns separate into distinct fingers with tip-splitting and having the
characteristic feature of screening neighbouring fingers from the supply of
oxygen (cf. Zik and Moses, 1999).
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(a) Planar front at Pe = 1.2 (θ = 0.5).

(b) Connected front with a cellular structure at Pe = 0.5 (θ = 0.5).

Figure 18: Distribution of temperature (u), oxygen (v) and solid fuel (w) mass concentra-
tions as a function of Pe. In the pictures, ignition is initiated from the bottom and gaseous
oxidizer is passed from the top. The combustion fronts propagate from the ignition line
at the bottom towards the upstream end at the top.
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(c) Fingering patterns with tip-splitting at Pe = 0.3 (θ = 0.5).

(d) Fingering pattern without tip-splitting at Pe = 0.25 (θ = 0.5).

Figure 18: Distributions of temperature (u), oxygen (v) and solid fuel (w) concentrations
in the developed fingering regime.

At Pe = 0.25, the emerging fingering patterns propagate as distinctly
spaced fingers without tip-splitting. In this regime, the thermal front prop-
agates in the form of isolated hot spots towards the upstream boundary. We
point out that the mechanism of pattern formation demonstrated presently
can also be found in the paper (Lu and Yortsos, 2005), in which a pore
network simulator was employed.
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4.7.2. Model with simplified Arrhenius kinetics (θ = 0)

In order to ascertain the behavior of fingering patterns resulting from
the system (52) with the simplified kinetics, i.e., θ = 0, we examine the
problem as we did earlier on.

(a) Planar front at Pe = 1.0 (θ = 0.0).

(b) Connected front with a cellular structure at Pe = 0.45 (θ = 0.0).

Figure 19: Distribution of temperature (u), oxygen (v) and solid fuel (w) mass concentra-
tion as a function of Pe.
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(c) Fingering pattern tip-splitting at Pe = 0.21 (θ = 0.0).

(d) Fingering pattern without tip-splitting at Pe = 0.16 (θ = 0.0).

Figure 19: Distributions of temperature (u), oxygen (v) and solid fuel (w) concentrations
in the developed fingering regime.

Figure 19 shows the distribution of temperature, oxygen and solid fuel
concentrations in this case. The parameter values used in the numerical
simulation are similar to those used in Figure 18. Based on the pattern-
forming dynamics, the results depicted in Figure 19 show no significant
difference with the results demonstrated in Figure 18. However, an obvious
difference between the numerical results can be seen in the range of Pe
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values, which exhibit the distinct patterns in the two models.
In connection with the phenomena of interest, we see that the model with

the simplified kinetics captures similar qualitative fingering patterns. The
patterns show good agreement with the dynamics of the fingering instability
described in the experiments (Zik and Moses, 1999; Olson et al., 1998, 2009).

5. Conclusion

In this study, we have derived a functional form for the limit homogenized
problem, which we used to establish a link to a previous phenomenological
reaction-diffusion model (Ikeda and Mimura, 2008). The proposed model
has the following improvements:

• Kinetic model for the solid fuel mass balance that uses a second or-
der Arrhenius type kinetics as a consumption rate for the reactants
and a production rate for the heat release mechanism. The local solid
fuel conversion within the inclusions reveals distinct patterns, per-
ceptive of the global behavior of fuel conversion in the homogenized
model. It also extended the mechanism of the smoldering combustion
process; specifically, the model exhibits coexistence of upstream and
downstream smolder waves.

• Radiative heat transfer mechanism that accounts for the effect of
heat losses from the surface of the solid and to the surroundings. It
extended the range of validity of the previously proposed adiabatic
model (Ijioma et al., 2013); thus, the visibility of the finger-like pat-
terns are not impaired. Also, it brings the model to a more viable range
for the emergence of steady state of fingers without tip-splitting. We
showed that, with the radiative heat losses, the finger widths are nar-
rower compared to the results of the adiabatic model reported in Ijioma
et al. (2013).

We also obtained formulas for calculating the effective transport param-
eters in the homogenized model. The effective parameters allowed us to
show the efficiency of the homogenization process in the slow smoldering
regime. The results of the numerical simulations show close agreement be-
tween the homogenized solution and the microscopic solutions. We conclude
that the homogenization procedure demonstrated in the present study is
efficient provided that the regimes of convection and chemical reactions are
constrained within the range for a slow smoldering combustion process.
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Furthermore, we studied the behavior of the macroscopic system of equa-
tions numerically for the problem of fingering instability in microgravity
smoldering combustion. We showed that the proposed model captures the
distinct fingering states reminiscent of the experimentally observed finger-
like char patterns, thus confirming the close resemblance of the pattern-
forming dynamics of our model to the mechanism of diffusion instability
observed in the experiment. Specifically, at a relatively low Péclet number,
the proposed model predicts distinctly spaced sparse fingers without tip-
splitting. The latter result is conditioned by the presence of the radiative
heat losses, contrary to the predictions of the previously studied adiabatic
model (see Ijioma et al., 2013).

We also analyzed the problem of fingering instability using two forms
of the Arrhenius kinetics, which depend on the nondimensional activation
energy, θ. It was shown that the patterns observed for θ = 0.5 and θ = 0.0
are qualitatively similar though the Péclet values which exhibit the patterns
are slightly different. These results imply that, instead of the Arrhenius law
with a temperature dependent exponential factor, one can use the model
with the simplified kinetics (θ = 0) since it describes the essential feature
of the combustion phenomena. For example, the transition of the patterns
from planar front to fingering without tip-splitting. A potential advantage of
using the simplified kinetics is the ease of theoretical analysis; particularly,
it is easier to treat the smoldering combustion problem from the perspective
of traveling wave analysis using the simplified kinetics.
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